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Abstract: This study systematically examines the key issues arising from the application of
artificial intelligence (AI) technology in the education sector and analyzes its potential
impacts on academic research and teaching activities. By extensively reviewing a large
volume of literature, the paper identifies two major challenges in Al-driven educational
practices: first, ethical risks associated with academic research, and second, a decline in
learning quality, reduced teacher-student communication, increased technological
dependency, and educational inequality resulting from resource disparities due to the
integration of Al into teaching. The research findings indicate that while Al enhances
learning efficiency, optimizes resource allocation, and supports personalized learning, it
exhibits significant shortcomings in data privacy protection, security assurance, learner
capability development, and teaching quality assurance. Additionally, Al-generated content
lacks traceability of sources and the ability for empirical validation, posing potential risks in
academic writing and knowledge dissemination. To address these challenges, the study
proposes improvement strategies, including establishing auditable algorithm mechanisms,
refining data governance frameworks in educational institutions, strengthening teacher
training in digital literacy, and formulating AI ethical guidelines suitable for academic
environments. This research deepens the understanding of the limitations of Al in education
and provides insights for the healthy integration of Al technology into educational systems.

Keywords: Artificial Intelligence; Educational Technology; Ethical Risks; Teaching Quality;
Academic Integrity

1. Introduction

Artificial Intelligence (Al), a vital branch of computer science, aims to enable machines
to simulate human cognitive activities, including learning, reasoning, prediction, and
decision-making 1. With the maturation of deep learning, large-scale data processing, and
natural language processing technologies, Al is progressively permeating diverse industries,
driving profound transformations in industrial structures and work methodologies!?. In the
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educational domain, Al's rapid advancement has drawn particular attention. It has not only
transformed the generation of teaching resources but also reshaped learning environments,
learning pathways, and knowledge construction models.

Currently, the most representative applications of Al in education include: intelligent
teaching systems, adaptive learning platforms, learning analytics and prediction, automated
grading systems, language learning support tools, and virtual teaching assistants [*l. These
systems can automatically evaluate learner performance based on behavioral data,
recommend personalized content, assist teachers in developing instructional strategies, and
help learners improve efficiency.Multiple studies indicate that Al integration significantly
enhances the feasibility of personalized learning, improves the immediacy of instructional
feedback, and alleviates teachers' repetitive workload to some extent(,

As Al permeates educational systems, associated risks and challenges become
increasingly prominent. First, Al may introduce biases during data dependency, algorithm
construction, and model training, potentially reinforcing existing inequalities.Additionally,
while Al-generated content may appear complete in form, it often lacks verifiable sources,
making it prone to mislead in knowledge dissemination and academic writing. Second,
ethical issues in education are multiplying, including data privacy protection, surveillance
expansion, and transparency concerns regarding learner profiling. With the proliferation of
Al-generated text, plagiarism detection has become more challenging, placing new pressures
on academic integrityll.

At the pedagogical level, researchers express concern that Al may diminish
interpersonal interactions between teachers and students, potentially weakening learners'
expressive abilities, critical thinking, and problem-solving skills. Moreover, the uneven
distribution of technology risks further concentrating educational resources, exacerbating
existing digital divides and making it harder for disadvantaged groups to access high-quality
learning opportunities!®!.

Therefore, despite Al's immense potential in educational transformation, its complex
ethical, technical, and pedagogical implications require systematic scrutiny.The objectives of
this study are: 1) to analyze key issues potentially arising from Al's educational applications;
2) to explore its potential risks in teaching, learning, and academic research; 3) to propose
feasible countermeasures to promote Al's healthy development in education. Based on a
comprehensive analysis of extensive domestic and international literature, this research aims
to provide theoretical references and practical insights for educational policymakers, school
administrators, teachers, and researchers.

2. Research Methodology

This study adopts a literature-based inquiry approach, systematically reviewing domestic
and international academic findings on Al applications in education to identify potential
issues, risks, and impacts in practice. The research process consists of two main components:
a systematic literature review followed by a synthesis and critical analysis of the findings to
identify key challenges and establish a structured discussion framework. Materials were
collected from core databases such as Google Scholar, Web of Science, Scopus, and ERIC
using keywords including “artificial intelligence in education”, “Al ethics”, “educational
technology”, “learning analytics”, “algorithmic bias”, and “academic integrity and
Al”combined with Boolean logic. After initial screening, documents irrelevant to the research
theme were excluded based on title, abstract, and keyword relevance. Selected papers were
thoroughly read and analyzed, categorized by research focus, methodology, technology type,
application context, and identified issues, with special attention to AI ethical risks,
pedagogical impacts, learner behavior changes, data security, educational equity, and
academic writing standards. Thematic analysis was employed to synthesize the findings.
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Based on this, an analytical framework encompassing three dimensions—pedagogical issues,
ethical issues, and educational equity—was constructed to systematically present the primary
challenges Al faces in educational practice. Furthermore, the synthesis revealed notable
contradictions and gaps in the existing literature, such as inconsistent empirical evidence
regarding Al's impact on critical thinking and a predominant focus on Western contexts,
which are critically examined in the Discussion section.

3. Key Challenges at the Instructional Level

While AI presents significant opportunities for personalized learning, intelligent
analytics, and instructional support, its application in educational practice carries multiple
risks, particularly regarding teaching interactions, learning capacity development, and the
learning experience. Synthesizing existing research, key issues at the instructional level can
be categorized as follows.

3.1. Weakened Teacher-Student Interaction and Altered Learning
Relationships

Following Al integration into teaching, certain educational activities are replaced by
automated systems—such as automated grading, Q&A bots, and learning navigation tools.
While enhancing efficiency, this may diminish the quality of interaction between teachers
and learners!”l. Emotional support, verbal feedback, and deep dialogue in traditional
classrooms are crucial for fostering learning motivation and social-emotional skills. When
students become overly reliant on Al frameworks for learning, they may reduce
communication with teachers, thereby diminishing instructional interactivity and the
establishment of learning relationships. This can negatively impact academic self-efficacy
and achievement .

Furthermore, Al-simulated language exchanges often lack the nuance and adaptability
inherent in human communication. Prolonged use of Al tools for practice may diminish
learners' ability to use language in authentic social interactions, thereby hindering the
development of expression, self-regulation, and collaboration skills.

3.2. Declining Learning Abilities and Deepening Technological Dependence

Al learning tools can rapidly generate answers, perform reasoning, and summarize
content. While enhancing efficiency, this may simultaneously weaken learners' independent
thinking abilities. When confronting complex tasks, learners should engage in reasoning,
judgment, and autonomous exploration. However, Al's instant feedback mechanisms often
lead learners to rely on ready-made answers rather than actively constructing knowledge
structures.

Research indicates that students who consistently rely on Al support may experience
declines in critical thinking, problem-solving abilities, and metacognitive skills. Furthermore,
in language learning, automated translation and writing assistance tools reduce opportunities
for learners to retrieve vocabulary, construct syntax, and practice expression, thereby limiting
the development of their linguistic competencies!®l.

3.3. Instability in Teaching Quality and System Reliability Issues

Al systems used to generate learning content or assess performance are constrained by
training data, algorithmic models, and platform design. For instance, automated grading
systems may misjudge assignments; learning analytics systems may predict student
performance inaccurately due to biased training data; and content generation tools may
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produce factual errors, fabricated information, or semantically inaccurate outputs.

Since Al systems are often perceived as "high-precision technologies," learners and
educators may place excessive trust in their outputs, neglecting verification of content
accuracy. For inexperienced learners, this quality instability particularly risks propagating
misinformation!®.

3.4. Homogenization of Learning Experiences and Course Design

Many Al-driven instructional systems aim for "mass personalization," yet their internal
algorithms often rely on statistical profiling for recommendations, standardizing learning
paths rather than enabling genuine personalized learning. This may result in: restricted
learner exploration, diminished diverse learning experiences, and underdeveloped creative
thinking.

Furthermore, when educators over-rely on platform-generated teaching resources, their
course design capabilities and pedagogical creativity may be compromised, leading to the
"platforming" and "templatization" of instructional content.

3.5. Digital Divide Exacerbates Educational Inequality

The effective use of Al in education relies on access to devices, networks, platforms,
and data resources. However, learners from lower socioeconomic backgrounds often lack
equivalent technological conditions, causing Al to widen existing learning gaps. In remote
areas or resource-constrained schools, the absence of reliable network infrastructure and
equipment hinders teachers and students from fully utilizing Al tools, resulting in unequal
learning opportunities.

Furthermore, algorithmic recommendations themselves may further disadvantage
marginalized groups due to data biases, placing them at a disadvantage in learning
performance predictions, course recommendations, and learning assessments [1%],

4. Ethical Risks and Academic Plagiarism Concerns

The rapid expansion of Al applications in educational research and knowledge
production—particularly the emergence of Large Language Models (LLMs)—has made text
generation, literature review writing, and data organization unprecedentedly
convenient. However, this convenience coexists with a series of ethical concerns, including
algorithmic bias, factual inaccuracies, ambiguous copyright attribution, heightened risks of
academic misconduct, and learner privacy and security issues. These problems not only
undermine the credibility of academic research but also challenge existing educational ethical
frameworks.

4.1. Algorithmic Bias, Lack of Transparency, and Risks of Unfair Decision-
Making

The core mechanism of artificial intelligence relies on training with massive datasets.
Inherent societal biases within training data can be amplified by models, leading to unfair
judgments against specific ethnic groups, genders, or learner populations. For instance, in
automated grading or learner performance prediction systems, models may generate systemic
misjudgments against disadvantaged groups due to data bias.

Furthermore, the internal computational processes of Al systems often lack
interpretability, a phenomenon termed the "black box effect"!!). Educators and researchers
struggle to understand how models arrive at conclusions, undermining trust in outcomes and
complicating error tracing. Automated decision-making in educational settings, if lacking
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transparency, may erode learners' right to informed consent and inadvertently exacerbate
inequalities.

4.2. Risks of Factual Fabrication, Unreliable Content, and Declining
Academic Quality

Large language models excel at fluent text generation, yet their outputs are not
inherently truthful or reliable. They may exhibit "factual hallucinations"—generating
information that appears plausible but is actually fabricated. In academic settings, learners or
researchers incorporating such unverified content into papers or reports risks spreading
misinformation and undermining the credibility of the scholarly ecosystem.

More critically, Al-generated text lacks explicit source attribution mechanisms and often
cannot provide verifiable origins, weakening the evidentiary foundation of academic
arguments. Directly citing such unverified content without scrutiny risks triggering academic
disputes and diminishing research quality.

4.3. Increased Risks of Plagiarism, Lack of Originality, and Academic
Misconduct

Al-assisted writing tools have become widespread in education, but a core issue that has
emerged is the crisis of academic integrity. Students using automatically generated text to
complete assignments, papers, or lab reports may lead to insufficient originality of content,
difficulty in verifying the authenticity of work, and increased challenges in detecting
plagiarism.The academic community has begun debating whether Al-generated content
constitutes "plagiarism" and questions surrounding the copyright ownership of model-
generated texts ['21. Without clear regulations and oversight mechanisms from educational
institutions, instances of academic misconduct could surge significantly.

4.4. Risks of User Data Privacy Breaches and Surveillance Expansion

Al systems in education typically rely on vast amounts of learner data, including
learning records, behavioral patterns, and personal backgrounds.Without robust data
governance frameworks, risks include: excessive data collection, third-party misuse for
commercial gain, and system breaches leading to sensitive information leaks. Learning
analytics and behavioral prediction systems, in particular, may construct "digital profiles,"
enabling potential surveillance of learners. This algorithmic interpretation of learning
behaviors raises profound ethical concerns.

4.5. Ambiguous Copyright Ownership and Unclear Responsibility for
Generated Content

No unified standard currently exists to define copyright ownership of Al-generated
content. Since models are trained using vast amounts of existing text, images, and works,
their outputs may involve derivative creations, potential copyright infringement, or implicit
reuse of training data sources. This exposes educators and researchers to legal and ethical
risks when citing Al-generated content!!¥, Furthermore, when Al generates misinformation
or misleading conclusions, determining liability becomes challenging—should responsibility
lie with the user, developer, platform, or the algorithm itself? Within educational systems,
this ambiguity may disrupt teaching management order and standards.

119



5. Discussion

Based on a systematic analysis of relevant domestic and international literature, this
study identifies key issues emerging from Al applications in education and integrates them
into three interconnected core dimensions: communication and interaction, teaching quality,
and educational equity. Findings indicate these issues are not isolated but intertwined through
the combined effects of technological structures, educational systems, and social
environments, ultimately impacting learner development and the overall functioning of
educational systems. However, this synthesis also highlights areas where the literature
presents conflicting evidence or significant gaps, necessitating a more critical engagement.

5.1. Weakening of Teacher-Student Communication Structures

Research indicates that Al struggles to comprehensively grasp learners' emotional states,
contextual variations, and complex needs—elements that are indispensable to deep learning.
When teaching activities heavily rely on Al tools such as automated feedback systems, virtual
teaching assistants, or language generation models, face-to-face interactions between learners
and teachers diminish. This hinders educators' ability to promptly detect learners' behavioral
cues, thereby limiting the effectiveness of personalized guidance.

Furthermore, prolonged interaction with Al systems may deprive students of sufficient
training in expressive abilities, oral communication skills, and social-emotional competencies,
thereby diminishing their confidence in real-world communication 4. Given that emotion
recognition and social cue perception remain weak points in Al, learners may fail to receive
the same depth of emotional support or learning motivation from Al interactions as they
would from human teachers.

5.2. Fluctuations in Teaching Quality and Concerns Over Learning Ability
Development

While AI applications in automated grading, content generation, and personalized
learning path recommendations enhance teaching efficiency, they also introduce risks of
inconsistent quality control. First, constrained by training data and algorithmic structures, Al
may produce misjudgments, misleading suggestions, or factual inaccuracies, thereby
compromising content reliability.

Extensive research indicates that overreliance on Al weakens learners' critical thinking,
problem-solving abilities, and self-monitoring skills. It is important to note, however, that
empirical findings on Al's impact on critical thinking are not unanimous. Some studies
suggest that when used as a scaffold for complex problem-solving under guidance, Al can
potentially foster deeper analytical skills. This contradiction points to a significant mediator:
the pedagogical design and context of Al use. With automated tools, students may prefer Al-
generated answers over acquiring knowledge through reasoning and exploration. This
dependency may stifle creative thinking development, gradually shifting learning capacity
structures toward passivity. Furthermore, if educators overuse platform-generated teaching
resources, their own course design capabilities and motivation for educational innovation
may diminish, leading to homogenized teaching content and a monotonous learning
experience.

5.3. Widening Digital Divide Due to Unequal Distribution of Educational
Resources

Research indicates that Al technology relies heavily on infrastructure and resources,
such as device performance, network speed, data storage capacity, and technical support
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levels. This means that regions or groups with insufficient resources struggle to access equal
learning opportunities, ultimately exacerbating educational inequality.

Furthermore, since algorithm training data often originates from specific regions or
groups, its outputs may exhibit systemic biases against disadvantaged learners. For instance,
when predicting student performance or recommending courses, models may "entrench"
existing disparities, widening achievement gaps further In such scenarios, Al fails to bridge
educational inequalities and may instead become a new structural barrier. A notable gap in
the reviewed literature is the limited number of empirical studies conducted in non-Western,
low-resource, or Global South contexts. Most findings and proposed solutions are derived
from technologically advanced educational systems, potentially limiting the generalizability
of strategies for addressing the digital divide globally.

5.4. Challenges to Academic Integrity and Research Standards

With the proliferation of large language models, learners and researchers can easily
generate extensive text, literature reviews, or research hypotheses, posing unprecedented
challenges to academic integrity.Research findings indicate: students may use Al to complete
assignments, reducing originality; academic papers contain "unattributed" -content,
undermining research credibility; plagiarism detection tools struggle to identify Al-generated
material, increasing oversight challenges; and the spread of fabricated data and hallucinated
information poses a crisis for research verifiability.

Thus, while Al enhances knowledge generation efficiency, it simultaneously poses
severe challenges to academic ethics systems.

6. Conclusions and Recommendations

Artificial intelligence is accelerating its integration into educational systems,
demonstrating immense potential in areas such as learning analytics, personalized
recommendations, language generation, and automated management.However, this study's
systematic literature analysis reveals that Al applications in educational settings remain
fraught with complex risks. These include diminished teaching interactions, reduced learning
motivation, constrained critical thinking, deepened technological dependency, exposed data
privacy, algorithmic bias, widening educational inequality, and compromised academic
integrity. Collectively, these issues constitute critical challenges that cannot be overlooked
during the digital transformation of education.

6.1. Recommendations for Academic Ethics and Copyright Infringement
in Scholarly Works

As Al increasingly becomes a vital tool for academic writing and educational research,
establishing transparent and auditable algorithmic mechanisms is paramount.Educational
institutions should require Al platforms to incorporate explainability features, enabling
educators and learners to comprehend the fundamental logic behind algorithmic judgments.
This reduces the risk of unfairness stemming from "black-box" decision-making. Only when
Al's operational foundations can be understood, questioned, and verified does its application
become genuinely subject to oversight and earn the trust it deserves within academia.

Simultaneously, strengthening fact-checking protocols and citation standards for Al-
generated content is essential for maintaining academic integrity. As generative Al becomes
more prevalent in text creation, the academic community urgently needs to define clear
boundaries for its use and establish accountability frameworks. For instance, more robust
fact-checking tools must be developed to assist educators and students in verifying the
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accuracy of Al outputs.Additionally, academic institutions should update writing guidelines
to explicitly label the manner and extent of Al involvement in writing, ensuring transparency
in knowledge production and preventing academic disputes stemming from improper
citations or unreliable content at their source.

To uphold academic integrity, educational institutions should proactively integrate Al
into academic standards by updating integrity policies to include Al-generated content within
originality reviews. This requires not only equipping schools with detection tools but also
systematically educating students on the potential risks of Al use and its implications for
academic misconduct.Through course training, case studies, and seminars, educators can help
students grasp the importance of responsible Al usage, enabling them to maintain
independent thinking and research principles during the creative process.

Furthermore, in response to the novel challenges posed by Al in content generation,
developing copyright policies adapted to the digital age is imperative.The copyright
ownership of Al-generated content currently resides in a legal gray area, while academic
research imposes strict requirements for the lawful citation and use of materials.
Consequently, academic institutions, research organizations, and policymakers must
collaborate to advance the updating and refinement of copyright regulations. By clarifying
the rights boundaries, lawful usage methods, and responsible parties for Al-generated content,
we can not only reduce potential disputes over academic copyright infringement but also lay
an institutional foundation for the healthy development of artificial intelligence in knowledge
production.

6.2. Recommendations for Teaching Practice

As artificial intelligence increasingly permeates educational settings, striking an
appropriate balance between technological advantages and the essence of teaching has
become a core issue requiring urgent resolution in educational transformation. First, the role
of Al in teaching practice must consistently emphasize "support rather than replacement."”
While Al can enhance teaching efficiency through automated grading, personalized learning
path planning, and learning feedback, teachers' professional judgment, value guidance, and
emotional support remain irreplaceable. Educational institutions should therefore encourage
teachers to view Al as a tool to amplify teaching effectiveness, not as technology that
supplants their professional roles, thereby maintaining a healthy integration of humanistic and
technological elements in actual teaching!!®l,

Simultaneously, enhancing teachers' digital literacy and Al proficiency is a crucial
prerequisite for the healthy implementation of Al in education.Without a solid grasp of Al
principles, capabilities, and limitations, educators risk inappropriate reliance or misuse in the
classroom, ultimately compromising learning quality. Schools and education authorities
should therefore provide regular Al literacy training for teachers, covering algorithm
fundamentals, data ethics, risk identification in Al outputs, and effective classroom
integration strategies. This empowers educators to maintain professional autonomy while
more adeptly assessing technological applicability and integrating it appropriately into
teaching processes.

To prevent Al from exacerbating learning opportunity inequalities, educational
institutions must also ensure equitable access to Al learning tools and resources for learners
from diverse backgrounds.Technical infrastructure (such as stable network environments and
device configurations) and technical support services should be systematically developed at
the school level. This is particularly crucial for schools in remote areas or with limited
resources, which require policy and funding support to bridge learning gaps caused by
technological disparities. Additionally, various teaching platforms should incorporate
accessibility designs for disadvantaged groups, ensuring that Al implementation genuinely
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narrows—rather than widens—the educational divide.

In fostering learner development, educators should prioritize cultivating students' critical
thinking, creativity, and metacognitive abilities. Since Al can rapidly generate answers or
solutions, students may become overly reliant on these tools while neglecting the importance
of independent thinking.Therefore, educators should design exploratory, open-ended, and
process-oriented learning tasks. These tasks should guide students to actively question the
validity of Al outputs, analyze information credibility from multiple perspectives, and
attempt to formulate their own explanatory frameworks. Through this approach, Al ceases to
be a tool that limits students' thinking abilities and instead becomes a resource for fostering
higher-order thinking under teacher guidance.

Regarding data security and privacy protection, teaching practices must also maintain
high vigilance. Since Al systems often rely on large volumes of learner data, educational
institutions must establish stricter and transparent data management systems. These should
include measures such as the principle of data minimization, access control, encryption, and
anonymization to prevent misuse of student information.Concurrently, schools should clearly
communicate to students the purposes and methods of data collection, usage, and storage.
This ensures learners possess full informed consent when using Al tools and can opt out of
specific data collection processes when necessary.

The effective application of Al in teaching practices requires not only refined
technological tools and supporting regulatory frameworks but also a shared, forward-looking
understanding among educators, students, and educational institutions. Only under prudent,
standardized, and education-value-centered conditions can Al truly become a vital force
supporting deep learning, promoting educational equity, and enhancing teaching quality.

References

[1] Dong Y, Hou J, Zhang N, Zhang M. Research on how human intelligence, consciousness,
and cognitive computing affect the development of artificial intelligence[J]. Complexity,
2020, 2020(1): 1680845.

[2] Jordan M I, Mitchell T M. Machine learning: Trends, perspectives, and prospects[J].
Science, 2015, 349(6245): 255-260.

[3] Sajja R, Sermet Y, Cikmaz M, Cwiertny D, Demir I. Artificial intelligence-enabled
intelligent assistant for personalized and adaptive learning in higher education[J].
Information, 2024, 15(10): 596.

[4] Duan H, Zhao W. The effects of educational artificial intelligence-powered applications
on teachers’ perceived autonomy, professional development for online teaching, and
digital burnout[J]. International Review of Research in Open and Distributed Learning,
2024, 25(3): 57-76.

[5] Cotton D R, Cotton P A, Shipway J R. Chatting and cheating: Ensuring academic
integrity in the era of ChatGPT[J]. Innovations in Education and Teaching International,
2024, 61(2): 228-239.

[6] Afzal A, Khan S, Daud S, Ahmad Z, Butt A. Addressing the digital divide: Access and
use of technology in education[J]. Journal of Social Sciences Review, 2023, 3(2): 883-
895.

[7] Celik I, Dindar M, Muukkonen H, Jarveld S. The promises and challenges of artificial
intelligence for teachers: A systematic review of research[J]. TechTrends, 2022, 66(4):
616-630.

[8] Gerlich M. Al tools in society: Impacts on cognitive offloading and the future of critical

123



thinking[J]. Societies, 2025, 15(1): 6.

[9] Elsayed H. The impact of hallucinated information in large language models on student
learning outcomes: A critical examination of misinformation risks in Al-assisted
education[J]. Northern Reviews on Algorithmic Research, Theoretical Computation, and
Complexity, 2024, 9(8): 11-23.

[10] Baker R S, Hawn A. Algorithmic bias in education[J]. International journal of
artificial intelligence in education, 2022, 32(4): 1052-1092.

[11]Pagano T P, Loureiro R B, Lisboa F V, Peixoto R M, Guimardes G A, Cruz G O, et al.
Bias and unfairness in machine learning models: a systematic review on datasets, tools,

fairness metrics, and identification and mitigation methods[J]. Big data and cognitive
computing, 2023, 7(1): 15.

[12] Kulkarni C. Ethical implications of large language models in content generation[J].

Journal of Artificial Intelligence, Machine Learning & Data Science, 2022, 1(1): 62-67.

[13] Castelvecchi D. Can we open the black box of AI?[J]. Nature News, 2016, 538(7623):
20.

[14] Cotton D R, Cotton P A, Shipway J R. Chatting and cheating: Ensuring academic
integrity in the era of ChatGPT[J]. Innovations in Education and Teaching International,
2024, 61(2): 228-239.

[15] Wu Y D. An analysis of the current situation and strategies of innovation and
entrepreneurship education in private higher vocational colleges from the perspective of
the new era[J]. Advances in Education, 2024, 14(6): 939-946.

124



